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Abstract. A sigma coordinate, free surface numerical model with turbulence dynamics has been
implemented for the Atlantic Ocean and the Greenland Sea, from 80°S to 80°N. It is driven at
the surface by monthly mean sea surface temperature and wind stress climatologies and is
executed for 30 years. This is the first time that a model of this type, previously used mostly for
coastal and regional simulations, has been implemented for the entire Atlantic Ocean and run for
a long period of time. The model horizontal circulation, thermohaline overturning circulation,
and meridional heat fluxes are described; the results are compared with observations and the
results of other models. The model produces intense deep western boundary currents and
complicated gyre structures associated with small-scale topographic variations. The meridional
overturning circulation consists of about 14 Sv (1 Sv = 10® m3 s°!) of southward flowing deep
water mass crossing the equator and a northward heat flux with a maximum value of more than

1 PW (1015 W). Although the maximum meridional heat flux is comparable to estimates
obtained from observations, the amplitude of the seasonal variations of northward heat flux
across 26°N is underestimated in comparison with observations; it is similar to that obtained by

other models.

1. Introduction

The Atlantic Ocean and its interaction with the Greenland-
Iceland and Norwegian (GIN) seas, where a large portion of the
world ocean’s deep water formation occurs, have been the focus
of extensive observational and numerical studies aimed at under-
standing climate change. Numerical ocean models and coupled
ocean-atmosphere models [e.g., Delworth et al., 1993], devel-
oped in recent years, are the major tools used to study interan-
nual and interdecadal climate variabilities. Most of the previous
numerical simulations of the Atlantic Ocean used models based
on the Bryan-Cox model developed at the Geophysical Fluid
Dynamics Laboratory and known as the Modular Ocean Model
(MOM) [Pacanowski et al., 1991]; in particular, the Community
Modeling Effort (the CME model) is described by Bryan and
Holland [1989] and Bryan et al. [1995]. Isopycnal ocean models
have also been used for large-scale simulations of the Atlantic
Ocean [Oberhuber, 1993; New et al., 1995]. A recent study
[Chassignet et al., 1996] compared the two types of models and
shows that there are considerable similarities between results ob-
tained by a z level model, which uses the eddy-induced isopycnal
mixing parameterization of Gent and McWilliams [1990], and re-
sults obtained by an isopycnal coordinate model; both models
have more realistic meridional overturning and heat fluxes than a
z level model with a standard horizontal mixing; a similar con-
clusion has been also presented by Bdoning et al. [1995].

Another type of model, used here, is the free surface, bottom-
following sigma coordinate Princeton Ocean Model (POM)
[Blumberg and Mellor, 1987; Mellor, 1996], which has a turbu-
lence submodel for surface and bottom mixed layer dynamics.
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This model has been originally developed for estuarine and
coastal studies and only recently has been applied to basin-scale
and climate problems [Hékkinen and Mellor, 1992; Ezer and
Mellor, 1994; Ezer et al., 1995; Mellor and Ezer, 1995].
However, this is the first time that decadal-long simulations have
been executed with this type of model for a basin-scale domain
such as the entire Atlantic Ocean. Therefore it is useful to com-
pare differences and similarities between the general circulation
of this model and those of other models mentioned above, even
though no attempt has been made to use identical configurations
and surface forcing. Such comparisons are to be found in other
studies, which focus on large-scale processes [Gerdes, 1993],
Gulf Stream dynamics [Willems et al., 1994], and coastal pro-
cesses [Haidvogel and Beckman, 1997]. One finding of these and
other studies is that a sigma coordinate ocean model is attractive
for simulating processes associated with bottom topography such
as flow over sills, continental shelf flows, tidal flows, and bottom
boundary layers dynamics; thus sigma layer models have been
widely used in studies of coastal regions. Because of the way
bottom topography is treated in a bottom-following vertical co-
ordinate system, the barotropic flow associated with the bottom
slope is well represented in the model even in the limit of one
layer. By comparison, a sloping bottom in a z level model cannot
be modeled with one layer, and multiple layers produce a step-
like structure that may not accurately represent bottom boundary
layer flows. The effect of bottom topography in large-scale ocean
circulation models is important, since the circulation is largely
driven by the joint effect of baroclinicity and bottom relief
(JEBAR), as shown, for example, by the diagnostic models of
Mellor et al. [1982], Greatbatch et al. [1991], and Ezer and
Mellor [1994]. Furthermore, Myers et al. [1996] and Dengg et al.
[1996] suggest that misrepresentation of this term in ocean mod-
els may be responsible for the unrealistic Gulf Stream separation
in Atlantic Ocean models.
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An issue that has been of some concern in atmospheric and
ocean sigma coordinate models is an identifiable error in the cal-
culation of horizontal pressure gradient (PG) terms on a sigma
coordinate grid over steep topography [Haney, 1991]. Mellor et
al. [1994] have analyzed this error for the particular numerical
scheme used by POM and have shown the following: (1) The
scheme is convergent, so the PG error decreases with the square
of the vertical and horizontal grid size, even when the so-called
hydrostatic inconsistency condition [see Haney, 1991] is violated.
(2) A test of a two-dimensional channel flow with steep side
walls shows that the PG error is reduced to an insignificant level
after integrations of the order of months. (3) In a three-dimen-
sional model with realistic topography, some residual error re-
mains; smoothing of topographic features with the largest slopes
and subtracting the area averaged climatological density field be-
fore calculating PG terms reduce errors to values that are small in
comparison with the mean flow and other numerical errors. The
above procedure has been followed here and in most previous
applications of sigma coordinate models. Comparing the standard
sigma coordinate PG calculation with a calculation in which the
PG term is calculated on z levels (and all other terms are calcu-
lated the same way as in the sigma model), Mellor et al. [1994],
with a coarse resolution North Atlantic model, demonstrated that
there are no significant errors in surface elevation or stream
function as long as the standard procedure of bottom smoothing
and removing the area-averaged density field from the PG calcu-
lations is done.

This paper is organized as follows: First, in section 2, the
model and its setting for the Atlantic domain are described, then,
in section 3, different aspects of the model climate and circula-
tion features are presented, and finally, discussion and conclu-
sions are offered in section 4.

2. Model Setting

The primitive equation Princeton Ocean Model, described by
Blumberg and Mellor [1987] and Mellor [1996], has a free sur-
face, bottom-following vertical sigma coordinate and a turbu-
lence sub-model [Mellor and Yamada, 1982]. The Atlantic model
grid and bottom topography are shown in Figure 1. The resolu-
tion of the curvilinear orthogonal horizontal grid varies between
Ax = 20 km near the Antarctic Circumpolar Current (ACC) re-
gion (Ay > Ax there) to Ax = Ay = 50 km in the Gulf Stream re-
gion and Ax = Ay = 100 km elsewhere. The sigma coordinate has
16 vertical layers, o = (0.0, -0.0017, -0.0035, -0.0069, -0.0139,
-0.0278, -0.0556, -0.1111, -0.2222, -0.3333, -0.4444, -0.5555,
-0.6666, -0.7777, -0.8888, -1.0) and o = (z-n)/(H+n), where
n(x,y) and H(x,y) are the surface elevation and water depth, re-
spectively. The vertical resolution is higher near the surface and
lower near the bottom (for example, for a grid point where water
depth is 3000 m, Az is about 5 m at the surface and about 300 m
near the bottom). The horizontal time differencing is explicit,
whereas the vertical differencing is implicit. The latter eliminates
time constraints for the vertical grid and permits the use of fine
vertical resolution near the surface and in shallow regions. At
stable thermocline depths the turbulence closure submodel yields
vanishingly small values of vertical viscosity and diffusivity to
which is added, however, a constant background value of 2 x 10~
m? s'1. The model has a split time step: a two-dimensional
external mode that uses a short time step of 44 s and a three-
dimensional internal mode time step of 2000 s. The model grid
extends from the deep ocean to 10 m depth on the continental
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Figure 1. (a) Model grid and (b) bottom topography. The mini-
mum depth of the coastal boundary is 10 m; the contour interval
in Figure 1b is 500 m with a bold line indicating the 4000 m
contour.
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shelf, so that shallow regions such as the Hudson Bay are
included in the calculations. The maximum bottom slope allowed
between two adjacent grid points is AH/H < 0.4; this, in addition
to a Laplacian smoother is sufficient to eliminate significant
pressure gradient errors as discussed above. The western
Mediterranean is also included in the model domain (with a
closed eastern boundary) and is connected to the North Atlantic
with one grid cell representing the Gibraltar straits. Therefore the
flow through the straits is controlled by the model dynamics
without constraint except for the surface temperature boundary
conditions in the western Mediterranean. The recent study of
Hecht et al. [1997] indicates that model-simulated thermohaline
circulation of the North Atlantic may be sensitive to changes in
Mediterranean outflow on timescales of 100 years or more; for
our relatively short integrtation period, changes of this type
should not be important. At the three open boundaries (one in the
north and two in the south), vertically averaged inflow/outflow
are prescribed on the basis of observations and models, while for
the baroclinic velocities, Sommerfeld-type radiation conditions
are used. The Levitus [1982] annual climatology of temperature
and salinity are prescribed on the open boundaries. Upwind
advection boundary conditions allow the advection of the
climatological temperatures and salinities into the model domain
under inflow conditions. This type of boundary condition has
been used successfully in previous applications of POM [Ezer
and Mellor, 1992, 1994; Ezer et al., 1995]. At the Fram Strait in
the north, 5 Sv (1 Sv = 10% m3 s7!) total inflow and 5 Sv total
outflow are prescribed along the western and eastern sides of the
strait, respectively; the barotropic transport is distributed along
the boundary according to the Arctic model of Hdakkinen and
Mellor [1992]. In the south, 135 Sv total inflow and outflow of
the ACC, similar to the observed transport [Whitworth and
Peterson, 1985], is prescribed at the western and eastern
boundaries; the barotropic transport is distributed along the
boundary according to the diagnostic models of Mellor et al.
[1982] and Fujio et al. [1992].

The model is initialized with the annual Levitus [1982] clima-
tology and then run for 30 years. Surface forcing includes the
Levitus monthly climatological sea surface temperature and
monthly climatological wind stress obtained from the
Comprehensive Ocean-Atmosphere Data Set (COADS) analyzed
by da Silva et al. [1994]. The data analysis includes climatologi-
cal data obtained from the monthly mean values calculated from
data collected over the period 1945 to 1989 and monthly anoma-
lies for each month during this period.

The monthly SST data are used as the surface boundary condi-
tion for the turbulence model [Mellor and Yamada, 1982], which
then can distribute the changes in SST downward and produce
the seasonal change in the mixed layer temperature and depth.
Experience with the MOM code also indicates that such a strong
surface constraint is better suited for use with the Mellor and
Yamada [1982] scheme than with the simpler convective adjust-
ment scheme; the latter may result in very noisy heat fluxes and
other numerical problems (R. Pacanowski and A. Rosati, per-
sonal communication, 1996). A common approach is to relax the
model temperature to the observed SST within the first few layers
by using a relaxation timescale that can range between a few days
and a few months. However, Tziperman et al. [1994] and others
have shown that simulated ocean variability is significantly af-
fected by the choice of the relaxation timescale. Variations in
freshwater fluxes also may be an important source of interannual
variations in thermohaline circulation, as is indicated by many
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studies [Weaver et al., 1991; Tziperman et al., 1994; Greatbatch
et al., 1995]. However, here surface salinities are held fixed at the
annual mean but spatially variable values. As expected, the sur-
face conditions for temperature and salinity resulted in very small
interannual variations when climatological mean surface values
are used; this finding is actually useful in our particular sensitiv-
ity studies, since it will allow us to later remove model climate
drift when variabilities associated solely with changes in surface
forcing are studied.

As demonstrated, for example, by Béning et al. [1995], simu-
lations of the thermohaline circulation may be quite sensitive to
the formulation of horizontal diffusion in ocean models. A
Smagorinsky-type horizontal diffusion is used here [Smagorinsky
et al., 1965] such that the diffusion coefficient is calculated
according to

N (v ) (v)
A, =CAx Ay (a—:‘) +5(£+$"J +(5)

where 1 and v are the horizontal velocity components and C is a
coefficient taken here as 0.2. In early versions of POM the diffu-
sion terms were transformed so that the diffusion was effectively
horizontal, the same as z level models. However, Mellor and
Blumberg [1985] found that the component of horizontal diffu-
sion normal to a sloping bottom produced unrealistic bottom
boundary layer behavior, presumably a problem also indigenous
to z level models. Thus, in the above and in most applications of
sigma coordinate ocean models, diffusion of momentum and
scalar fields are formulated along sigma surfaces incorporating
the correct physics of bottom boundary layer dynamics, which
dictate that turbulent exchange normal to a sloping bottom must
be small. As demonstrated by Mellor [1986] and Mellor and
Wang [1996], the model produces bottom boundary layers with
realistic properties comparable to the one-dimensional model of
Weatherly and Martin [1978]. The penalty for this approach is
that there can be vertical fluxes in the presence of vertical prop-
erty gradients. The first remedy is the use of the Smagorinsky dif-
fusivity, which is small when velocity gradients are small, as in
deep water. The second remedy is to subtract climatological tem-
perature and salinity fields from the model values before diffu-
sion terms are calculated. In this case the model climatology
tends toward the observed climatology (compared with pure hori-
zontal diffusion, which will drive the model climatology toward
horizontal homogeneity). Scale analysis shows that the relaxation
timescale associated with the model diffusion is about 2 years
near the surface and about 20 years in the deep ocean, compared
with the Newtonian relaxation timescales of 50 days and 250
days for the surface and the deep ocean used by Sarmiento and
Bryan [1982] and the 3 year relaxation timescale of the deep
ocean used by the global model of Semtner and Chervin [1992].
Although the relaxation to climatology is relatively weak, it nev-
ertheless does reduce model climate drift, as we have found in re-
cent experiments using zero horizontal diffusion. Therefore fur-
ther sensitivity studies of horizontal diffusion in sigma coordinate
models are now underway.

The bottom boundary layer is important to the creation of deep
water. Thus, in the Mediterranean Sea simulations of Zavatarelli
and Mellor [1995], bottom Ekman transport is generally downs-
lope and normal to the overriding geostrophic velocities, which
are generally cyclonic and along isobaths. This process has re-
cently received considerable attention [Price and Baringer, 1994;
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Figure 2. Five-year-averaged (years 26 to 30) model fields. (a) Surface elevation; contour interval is 10 cm. (b)
Total stream function; contour interval is 10 Sv (1 Sv = 10% m? s'1). Shaded areas represent negative values.

Jungclaus and Backhaus, 1994; Jiang and Garwood, 1995]. It
should be noted that this downslope process is operative even if
the bottom layer is crudely resolved, in which case the bottom
stress determination retreats to a bulk drag coefficient formula-
tion. In the present model the bottom layer is as thick as 500 m in
the deepest water, less so on intermediate slopes. This formula-
tion means that the downslope, Ekman transport is distributed
over a thick bottom layer; nonetheless, the process is active in
forming deep water, as is shown in the Mediterranean simulation.
In the current model, for example, plots of bottom salinities (not
shown) exhibit a coarse representation of the Mediterranean deep
water tongue at the right depth, but in the future it will be impor-
tant to assay the effect of improved bottom resolution. Bottom
Ekman transport plays a role in the maintenance of the baroclin-
icity of the entire ocean water column, as shown by Mellor and
Wang [1996]. Thus we believe that it is important to model bot-
tom processes correctly.

3. Model Simulation Results
3.1. Horizontal Circulation and Velocities

The model was run for a 30-year period forced by monthly
mean surface data as discussed above. Figure 2 shows the model
climatology (a 5-year average of years 26 to 30) of the surface el-
evation and total stream function. Note that ocean models often
produce an unrealistic Gulf Stream separation with a strong anti-
cyclonic gyre just off Cape Hatteras [Beckmann et al., 1994;
Bryan et al., 1995; Dengg et al., 1996], but we do not see this
feature here. The study of the Gulf Stream separation by Ezer and
Mellor [1992] suggests that an important ingredient in achieving
realistic separation in ocean models is to be able to resolve the
northern recirculation gyre [Mellor et al., 1982; Hogg et al.,
1986] and to maintain its water mass properties. The flow asso-
ciated with the northern recirculation gyre, part of which is the
topographically constrained Deep Western Boundary Current
(DWBC) flowing along the continental slope, is well represented
by the sigma coordinate model, as is shown later. The maximum

sea level drop across the Gulf Stream is about 0.8 m, and the
maximum Gulf Stream transport is about 60 Sv, both properties
somewhat underestimated because of the insufficient horizontal
resolution. The Gulf Stream axis inferred from surface elevation
(i.e., the maximum surface velocity axis) is northward of the axis
inferred from the stream function, since the latter represents the
entire water column flow. The southward tilt of the deep flow
with respect to the surface flow as seen in the model is consistent
with observations [Richardson, 1985; Hogg et al. 1986]. Other
notable features include the strong Labrador Sea circulation and
the bifurcation of the ACC. Note also the surface flow from the
North Atlantic into the Greenland Sea and into the Mediterranean
Sea, seen in the elevation field (Figure 2a) and the 100 m velocity
trajectories (Figure 3a). While the surface elevation field is quite
smooth (Figure 2a), the stream function field is somewhat noisy
and shows gyre structures associated with topographic variability
(Figure 2b). The general circulation described by the stream
function is somewhat different from the classical Sverdrup circu-
lation or that of other z level models [e.g., Bryan and Holland,
1989] or isopycnal models [e.g., Chassignet et al., 1996], so fur-
ther discussion is in order. First, could the general circulation be
the result of pressure gradient errors? Not according to Mellor et
al. [1994], who tested this possibility by replacing the sigma co-
ordinate calculated pressure gradient terms with terms calculated
on z levels for a given density field. The results showed only very
small differences in the stream function and surface elevation, as
long as the procedure to minimize the errors, discussed before, is
followed. Second, could the circulation be the result of artificial
along-sigma diffusion? This possibility has been tested by setting
the along-sigma diffusion to zero, and again the stream function
did not significantly change. We therefore attribute the difference
in circulation structure obtained here and obtained from z level
models to the fact that the sigma coordinate model treats the
density field and bottom topography (i.e., the JEBAR effect) dif-
ferently from z level models. Several studies have indeed indi-
cated the crucial role played by the JEBAR effect [Mellor et al.,
1982; Greatbatch et al., 1991; Ezer and Mellor, 1994; Ezer et al.,
1995; Dengg et al., 1996; Myers et al., 1996] and show that simi-
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Figure 3. Five-year-averaged (years 26 to 30) velocity fields at 100 m depth. (a) Horizontal velocity trajectories
(launched every second grid point) and (b) vertical velocity contour; contour interval is 0.5 x 105 m s°!, and areas
with negative (downward) values are shaded. The vertical velocity has been smoothed with Laplacian filter.

lar circulation patterns are found if the JEBAR effect is correctly
calculated.

Figures 3, 4, and 5 show the velocity fields at 100 m, 1000 m,
and near the bottom, respectively, averaged over the last 5 years
of the simulation (years 26 to 30). The vertical velocity, w(x,y,z),
in Figures 3b, 4b and 5b can be calculated from @(x,y,0), the
vertical component perpendicular to sigma layers, by using the
transformation

w=w+u(oa—D+éﬂ]+v 622, ), 590, 9N
ox ox dy oy ot ot

where D=H+7 and where @ = 0 when o = 0 or -1. For a steady

deep flow where In | << H a good approximation is

w=0+0 ua—H+v-QI—-I-
dx dy )

In the deepest sigma layer, ® is small so that w is dominated by
the along-slope velocities. For ease of visualization the vertical
fields have been smoothed with a 5-point Laplacian filter to re-
move small-scale noise. Trajectories, based on Eulerian velocities
in Figures 3a, 4a, and 5a were launched from every second grid
point.

At 100 m depth (Figure 3) the dominant features are the Gulf
Stream, the eastward equatorial flow, and the Antarctic
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Figure 4. Same as Figure 3 but for the velocity fields at 1000 m. Contour interval in Figure 4bis 1 x 105 m s’
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Figure 5. Same as Figure 3 but for the near-bottom sigma layer, thus velocity vectors in Figure 5a are along the
bottom, and negative vertical velocities in Figure 5b represent downslope flows. Contour interval is 2 x 105 m s°!.

Circumpolar flow. The North Atlantic Current separates into a
branch that recirculates into the Labrador Sea and a branch that
continues into the Greenland Sea through the Iceland-Faroe
Straits. The Azores Current separates into a branch that recircu-
lates within the subtropical gyre and a branch that continues to
the European coast and into the Mediterranean Sea. The East
Greenland Current, which provide Atlantic inflow through the
Denmark Straits, is too weak in the model. The vertical velocity
field shows the expected downward flow in middle latitudes of
the North and South Atlantic resulting from the wind-driven
Ekman pumping (Figure 3b). Note also the equatorial upwelling
and the upwelling along the South Atlantic Bight northwest of the
Gulf Stream; the latter is due to the bottom Ekman transport
when the Gulf Stream flows along the continental slope before it
separates from the coast at Cape Hatteras.

The horizontal flow field at 1000 m (Figure 4) shows several
small-scale gyres in the North Atlantic over the mid-Atlantic
Ridge and in the southern ocean south of the ACC. Note the en-
trainment of slope water north of the Gulf Stream into the subsur-
face Gulf Stream. The North Atlantic Current and the Labrador
Current are evident at this depth. Areas of strong downwelling
are found along western boundaries, along Greenland, the
Flemish Cap, the U.S. continental slope, and the South America
continental slope (Figure 4b).

In Figure 5a, near-bottom flows generally follow the bottom
topography contours. The vertical component of the near-bottom
flow in Figure 5b is the result of Ekman veering to the left (right)
of the mean flow in the north (south) hemisphere, producing an
upslope or downslope component. The DWBC is the most no-
table feature in the bottom flow. Note the convergence of this
current along the North America continental slope (Figure 5b),
with downward flow upslope of the DWBC and upward flow
downslope of it. In the ACC, where horizontal resolution is
finest, many gyres associated with variations in topography are
found.

The regions of downslope near-bottom flow in Figure 5b
(shaded areas) indicate areas of possible deep water formation.

Such regions are, for example, the Mediterranean outflow, the
Iceland-Faroe and the Denmark Straits, and the Labrador Sea in
the North Atlantic and along the Argentinean continental shelf
and the Weddell Sea in the South Atlantic.

3.2. Temperature, Salinity, and Model Climate Drift

To evaluate the model climate drift during the simulation, we
examine the area-averaged vertical profiles of temperature and
salinity in Figure 6. Five-year averaged model climatologies of
years 6-10, 16-20 and 26-30 are compared with the initial Levitus
climatology. The model climate drift is the largest during the first
5 years, with smaller drift in subsequent years. The changes in
vertical structure reduce the vertical density gradients, resulting
in a more diffuse model thermocline and halocline in comparison
with the initial condition. While the density field in the upper 300
m or so has converged to a final state within the first 5 years, the
climate drift in the deep ocean is not negligible even after 30
years in comparison with the interdecadal climate changes in-
ferred from data [Levitus, 1989].

To further diagnose the climate drift of the model, the heat and
salt fluxes through the open boundaries and through the surface
have been calculated. Figure 7 shows, for example, the monthly
averaged heat flux budget for year 26 (since climatological forc-
ing is used, results for any other year are almost identical).
Positive values represent warming trends. Lateral fluxes have
been normalized by the surface area. The heat flux through the
lateral open boundaries shows that the warming due to the ACC
inflow in the western boundary is almost balanced by the cooling
due to the ACC outflow in the east; the cooling associated with
the flow between the Arctic and the Greenland Sea is small.
Overall, the annual net heat flux through the lateral boundaries is
equivalent to a surface warming of about 1.5 W m'2. The area-
averaged surface heat flux (the dashed line in Figure 7) shows a
maximum summer warming comparable to the value derived
from the COADS analysis (the dot-dash line in Figure 7).
However, during spring and fall the model is overheated in com-
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Figure 6. Vertical profiles of (a) temperatures and (b) salinities,
calculated from the area averaged values over the model domain.
Solid lines are for the Levitus [1982] annual climatology, which
was used as an initial condition. Dashed, dotted, and dot-dashed
lines are for the 5-year model climatologies for years 6 to 10, 16
to 20, and 26 to 30, respectively.

parison with COADS. The annual net surface heat flux in the
model is about 1.8 W m2, so the total annual heat balance of the
surface and lateral boundaries is about 3.3 W m™2. This net heat
flux causes a volume average warming trend of about 0.0065°C
per year. Analysis of the model salinity budget indicates a net
flux of -1 x 107 practical salinity unit (psu) m s’! through the
open boundaries and 3 x 10”7 psu m s°! through the surface. The
result is a trend of increasing the volume-averaged salinity by
about 0.0015 psu per year. The above net heat and salinity fluxes
are consistent with the climate drift shown in Figure 6.
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3.3. Meridional Overturning Circulation

To simplify the presentation of the complicated three-dimen-
sional thermohaline circulation of the ocean, a zonally averaged,
meridional stream function is often calculated. Models with dif-
ferent grids, different mixing parameterization, different forcing,
and different boundary conditions can produce quite different
meridional stream functions [e.g., Bryan and Holland, 1989;
Seminer and Chervin, 1992; Delworth et al., 1993; Oberhuber,
1993; Beckmann et al., 1994; Holland and Bryan, 1994; Ezer and
Mellor, 1994; Béning et al., 1995; Gerdes and Koberle, 1995;
New et al., 1995; Chassignet et al., 1996]. Although there are no
direct measurements of the thermohaline circulation, a few prop-
erties of the meridional circulation, such as the amount of deep
water formation in high latitudes and the volume of the deep wa-
ter transport across the equator, have been estimated from obser-
vations [e.g., Schmitz and McCartney, 1993; Schmitz, 1995] and
can be compared with model results.

The model has a curvilinear orthogonal grid; to av01d interpo-
lation errors, zonal averages are calculated along "zigzag" lines
approximating each latitude (i.e., summing u Ay and v Ax terms
if the "zigzag" line is along the model j or i lines, respectively).
The total mass transports across each latitude are very small and
related to the rate of change of the area-integrated elevation on
either side of each latitude circle. The meridional stream function
calculated from the S-year averaged velocities for years 11-15 is
shown in Figure 8a. A similar calculation for years 26-30 yields
an almost identical picture, so we show only the difference be-
tween these two pentads (Figure 8b). We note, first, that interan-
nual changes in thermohaline circulation over these 15 years are
very small. The model climate drift includes some weakening of
the thermohaline circulation in the middle latitudes of the North
Atlantic and in the South Atlantic that do not exceed 1 Sv in most
of the domain. About 8 Sv of North Atlantic Deep Water
(NADW) are formed in the Greenland and the Labrador Seas
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Figure 7. Monthly heat flux budget in year 26 of the model inte-
gration. Solid lines (labeled "north", "east", and "west") indicate
the contribution from the three lateral open boundaries; values (in
W m2) are normalized by the surface area of the model domain;
positive values correspond to warming trends. The dashed and
dotted lines represent the surface model heat flux and the total
model heat flux (surface plus open boundaries), respectively.
Also shown by the dot-dashed line is the surface monthly heat
flux calculated from COADS.
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Figure 8. (a) Meridional stream function obtained from the aver-
aged velocity fields of years 11 to 15. Contour interval is 2 Sv.
(b) Meridional stream function change between the 5-year means
of years 11 to 15 and years 26 to 30. Contour interval is 0.5 Sv.
Negative contours (representing anticlockwise circulation) are
dashed.

between 50°N and 70°N; the overflow over the sills separating
the Greenland Sea and the North Atlantic can be seen in the
stream function in Figure 8a around 60°N. Following the 8 Sv
contour, one sees that most of this flow provides the water mass
below 2000 m. An additional source of water formation in the
model is found around 45°N. This cell provides water masses
above 2000 m; a large part of this overturning cell recirculates
and upwells in midlatitudes before it reaches the equator. The
latter midlatitude overturning circulation is a new feature, which
is different from the conventional picture produced, for example,
by the early versions of the CME model [e.g., Beckmann et al.,
1994]. Because there are no direct observations of the meridional
overturning circulation, we do not know whether this feature is
real. Although a similar downward flow at these latitudes can
also be seen in results obtained by other models, such as the
global eddy resolving model of Semtner and Chervin [1992], the
North Atlantic model of Gerdes and Koberle [1995] (see in par-
ticular their Figure 4b), and the isopycnal model described by
Chassignet et al. [1996], it has not been previously discussed.
The vertical flow at 1000 m and near the bottom in Figures 4b
and 5b indicates that this downward flow is confined mostly to
the area near the Flemish Cap, where the North Atlantic Current
meets the deep portion of the Labrador Current; this finding and
the results of other models mentioned above call for further in-
vestigation of the effect of local dynamics in this region with
more realistic high-resolution models.

EZER AND MELLOR: SIGMA COORDINATE ATLANTIC OCEAN MODEL

The 14-Sv of deep water flowing southward and crossing the
equator is in good agreement with observational estimates
[Schmitz and McCartney, 1993; Schmitz, 1995]. Some models
tend to underestimate this flow [e.g., Beckmann et al., 1994;
Oberhuber, 1993; New et al., 1995], either because of the close
vicinity of the model southern boundary to the equator or because
of artificial upwelling of the deep waters in midlatitudes as sug-
gested by Boning et al. [1995] and Chassignet et al. [1996]; nei-
ther of these causes is a problem here. The latter two studies also
show that newer versions of the CME model, which use an
isopycnal mixing based on Gent and McWilliams [1990] instead
of the standard horizontal diffusion formulation, have produced
more intense overturning circulation. The deep flow in Figure 8a
does not show the strong Antarctic Bottom Water (AABW) cell,
compared, for example with Beckmann et al. [1994] or Bryan et
al. [1995]. However, the deep flow does resemble more closely
the recent results from isopycnal models and from the new ver-
sions of the CME model described by Chassignet et al. [1996].
The latter study suggests that the strength of the AABW cell in
numerical models is directly correlated with the strength of the
overturning circulation; thus our calculations are similar to other
recent models that have a strong NADW cell and a very weak or
nonexistent AABW cell. In any case, since the estimated ob-
served transport associated with the AABW is only a few sver-
drups [e.g., Schmitz and McCartney, 1993; Schmitz, 1995], ocean
models that use a coarse vertical resolution in the deep ocean are
not expected to resolve it very well. The lack of sea-ice-driven
freshwater fluxes in high latitudes further limits model produc-
tion of deep water masses.
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Figure 9. Same as Figure 8a, but for (a) January of year 30 and
(b) July of year 30.
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While interannual variations in the meridional overturning are
negligible here, seasonal variations are significant (Figure 9), es-
pecially in the upper 1500 m of the ocean, though changes of a
few sverdrups can be found in the equatorial deep ocean as well.
These changes are associated with the seasonal changes in the
winds and the corresponding changes in the Ekman transport.
Weakening or strengthening of the wind-driven circulation in the
upper ocean affects the opposing circulation of the deep ocean as
seen in the meridional stream function; this effect has been dis-
cussed in detail by Boning and Herrmann [1994] and Oberhuber
[1993] for a similar process that occurs in z level and isopycnal
models. The main difference between the seasonal changes ob-
tained here and those obtained in the CME and the isopycnal
models is that the deep transport in our model is larger and thus is
less affected by the upper ocean seasonal changes than are the
other models mentioned.

3.4. Meridional Heat Flux

Changes in poleward meridional heat flux by the Atlantic
Ocean may play an important role in changes in the climate of the
ocean-atmosphere system, and thus a standard diagnostic of
model calculations is the meridional heat flux. Observations with
which to compare model results are usually based on analyses of
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Figure 10. Zonally averaged, northward meridional heat flux. (a)
Time-averaged heat flux as a function of latitude obtained from
the COADS data [da Silva et al., 1994] (bold solid line), the
model mean climatology of years 11 to 15 (dotted line), and the
model mean climatology of years 26 to 30 (light solid line). (b)
Variations in meridional heat flux as a function of latitude and
time for years 26 to 30. The contour interval is 0.2 PW; the light
shaded areas indicate values between 0.6 and 1 PW, and the
darker shaded areas indicate values larger than 1 PW.
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Figure 11. Meridional heat flux across 26.5°N. The solid and the
dot-dashed lines represent an estimate based on observations and
results from 5-year run of the Community Modeling Efforts
(CME) model, respectively (as shown by Fillenbaum et al.
[1997]). The dashed line represents results from the current
simulation of the Princeton Ocean Model (POM).

atmospheric fluxes [Isemer et al., 1989; da Silva et al., 1994] or
direct oceanic measurements, usually taken at one zonal cross
section [Hall and Bryden, 1982; Molinari et al., 1990; Lee et al.,
1990; Fillenbaum et al., 1997]. These observations estimate the
maximum meridional heat flux in the subtropical North Atlantic
to be a value between 1 and 1.7 PW (1 PW = 1015 W). While
several ocean models with different resolutions tend to underes-
timate the maximum meridional heat flux [Bryan and Holland,
1989; Beckmann et al., 1994; New et al., 1995], other models,
such as the Miami Isopycnal Coordinate Ocean Model and new
versions of the CME model with isopycnal diffusion, do produce
larger values, closer to the observed estimates [Boning et al.,
1995; Chassignet et al., 1996] and closer to our calculations.

Figure 10a shows the model meridional heat flux calculated
from S-year averaged fields for years 11-15 and 26-30. Also
shown is the heat flux calculated by da Silva et al. [1994] using
the COADS data. The general agreement between the model and
the observations is quite good. However, the model with its
higher resolution compared with the smooth COADS data shows
more spatial variations and higher values in the subtropical North
Atlantic. During the 15-year intervening period the heat flux de-
creases by less than 0.1 PW, a small climate drift due to the
weakening of the thermohaline circulation (Figure 8b), but com-
parable to estimates of real climate changes over a 15-year period
[Ezer et al., 1995].

Figure 10b shows the temporal and spatial variations in
meridional heat flux during the last 5 years of the integration. The
variations are dominated by seasonal changes, with the maximum
heat flux, larger than 1 PW (the dark shaded area), moving be-
tween 5°N in the winter to 25°N in the summer. Note that while
the model of Boning and Herrmann [1994] shows negative (i.e.,
southward heat flux) near the equator during winter, here heat
flux is northward all year long. Although some studies indicate a
southward winter heat flux [e.g., Lamb and Bunker, 1982], more
recent long-term observations [Molinari et al., 1990; Lee et al.,
1990; Filleribaum et al., 1997] suggest that those findings were
not carrect because of inaccuracies in atmospheric data and that
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subtropical heat flux is positive all year long, in agreement with
our results. A maximum seasonal change of about 1.5 PW is
found around 10°N, driven by the seasonal change of winds over
the subtropical ocean; see for example, Boning and Herrmann
[1994] for more detail. An additional secondary maximum
around 40°N, not shown by Béning and Herrmann [1994], relates
to the overturning cell around this latitude, as can be seen in
Figure 9. In the model this cell changes its strength seasonally;
during wintertime, when the eastward wind component strength-
ens, larger southward Ekman transport in the upper layers tends
to decrease the strength of this cell (Figure 9a) and reduce the

northward heat flux there. The maximum seasonal variations in"

the model are obtained around 10°N; they are comparable to
those measured by Molinari et al. [1990] and Lee et al. [1990] at
26.5°N and displayed in Figure 11. Also displayed in Figure 11 is
a comparison with calculations of the CME model, which uses
standard horizontal diffusion; see Fillenbaum et al. [1997] for de-
tail comparison between observations and the CME results. The
observed estimate at 26.5°N is based on observations of the
Florida current taken during 1982-1984 [Molinari et al., 1990],
mooring array data off Abaco during 1987-1992 [Fillenbaum et
al., 1997], and the Levitus monthly climatology and wind-driven
Ekman transport to estimate the interior heat flux. While the
model annual mean heat flux at 26.5°N is quite realistic, the an-
nual cycle is underestimated in both POM and CME models. The
discrepancy between the models and the observations is partly
due to the climatological wind data used in the models. In addi-
tion, likely errors in the observed estimates are due to the interior
heat flux estimates, which are not directly observed, and errors
due to mesoscale and interannual variations.

4. Discussion and Conclusions

In preparation for a study of Atlantic Ocean climate change a
30-year-long climatological simulation has been performed.
Since this is the first time that this sigma coordinate model has
been applied to the entire Atlantic Ocean, the basic circulation
features obtained by the model have been presented and com-
pared with observations and with other models such as z level
and isopycnal models. The results clearly indicate many differ-
ences between the different models; not all of them can be fully
understood, since the models not only differ algorithmically, but
also have different surface forcing, boundary conditions, mixing
parameterization, and resolution. The main difference between
this model and the more conventional z level models is the way
bottom topography is treated in the sigma coordinate model and
the parameterization of horizontal diffusion. The horizontal circu-
lation, which consists of deep flow gyres and recirculations, is
quite different from the classical picture given by the Sverdrup
circulation or previous coarse resolution models but resembles
the results of models that explicitly calculate the topographical
effects associated with the JEBAR term [Mellor et al., 1982;
Greatbatch et al., 1991; Myers et al., 1996]. Since the continental
slope and the continental shelf are included in the calculations,
possible artificial effects associated with sea-land boundaries,
which are represented in z level models by vertical walls, are re-
moved. The representation of the JEBAR term in the sigma co-
ordinate model could be the reason Gulf Stream separation and
its associated recirculations (Figure 2b) are produced quite well
here, considering the modest resolution. The notion that the rep-
resentation of the JEBAR term in ocean models is crucial in de-
termining the Gulf Stream separation has been supported by the
recent studies of Dengg et al. [1996] and Myers et al. [1996]. The
above discussion applies also to the thermohaline overturning
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circulation structure, which is also different from some of the
previous simulations with z level models such as the CME. It is
interesting to note, however, that sensitivity studies with the
CME model by Holland and Bryan [1994] show that when the
above standard model [see Bryan and Holland, 1989] is modified
to be closer to our POM configuration, i.e., with open boundary
conditions and reduced diapycnal mixing, the results resemble
our calculations much more closely than do the standard CME
calculations. For example, meridional heat flux increases to more
realistic values, the intensity of the NADW cell increases, the
intensity of the AABW cell decreases, and a signature of the
downward flow around 45°N emerges.
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